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Abstract

A number of methods like analytical method, stable mid-range method, and shortest interval method had been developed for determining the value of the parameter from observed data containing the parameter itself and random error. Due to (i) huge computational tasks and (ii) limitation of finite set of observed data in determining the appropriate value of the parameter involved in these methods, three more methods have recently been developed for the same purpose. These three methods are respectively based on Arithmetic-Geometric Mean (abbreviated as AGM), Arithmetic-Harmonic Mean (abbreviated as AHM), and Geometric-Harmonic Mean (abbreviated as GHM). Due to the variation occurred in accuracy of values of the parameter yielded by these three methods, one more method has been developed in this study for determining the value of the said parameter with an objective of finding more accurate value of the parameter. The method is based on Arithmetic-Geometric-Harmonic Mean (abbreviated as AGHM). This paper describes the derivation of the method and one numerical application of the method in determining the central tendency, which can be represented by the said parameter, of sex ratio in the populations of the different states of India.
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1. Introduction

In the case of experimental research or survey research, sometimes the observed numerical data

\[ x_1, x_2, \ldots, x_N \]
are found to be composed of some parameter $\mu$ and random errors $\varepsilon_i$.

In this situation, the numerical data can be expressed as

$$x_i = \mu + \varepsilon_i, \quad (i = 1, 2, \ldots, N) \quad \text{---------------------- (1.1)}$$


The existing statistical methods of estimation namely least squares method, maximum likelihood method, minimum variance unbiased method, method of moment and method of minimum chi-square, [Aldrich (2000), Anders (1999), Barnard (1949), Birnbaum (1962), Ivory (1825), Kendall & Stuart (1977), Lehmann & Casella George (1998), Lucien (1990), Walker & Lev (1965)] provide $\frac{1}{N} \sum_{i=1}^{N} x_i$ as estimator of the parameter $\mu$ which suffers from an error

$$\frac{1}{N} \sum_{i=1}^{N} \varepsilon_i$$

[Chakrabarty (2014a, 2014b, 2014c)].

A number of attempts had been made on developing method(s) of determining the appropriate value of the parameter $\mu$ involved in the model described by equation (1.1) [Chakrabarty (2014a, 2014b, 2014c, 2015a, 2015b, 2015c, 2015d, 2015e, 2015f, 2015g, 2016a, 2016b, 2019a, 2019c)]. In these studies some methods have been developed for determining the appropriate value of the parameter $\mu$ when $\varepsilon_i$ occurs due to random cause.

The first method, developed for the same is based on computing sequence of interval value of $\mu$ with decreasing length of interval and then to find out the shortest interval value of $\mu$ [Chakrabarty (2014a, 2014b, 2014c, 2015d)] while the second one is based on stable mid range and median (Chakrabarty, 2015b) and the third one on the convergence of statistic i.e. some function of the available numerical data (Chakrabarty, 2017a). The fourth one (Chakrabarty, 2018a) has been developed on the basis of Pythagorean means [Kolmogorov (1930), O'Meara (1989), Riedweg (2005), Cornelli, McKirahan & Macris (2013), de Carvalho (2016), Chakrabarty (2018b, 2018c, 2018d, 2018e, 2018f, 2019d, 2019e, 2019f, 2020a, 2021b)] while the fifth one [Chakrabarty (2016c, 2019b)] for the same is based on the probabilistic convergence of Pythagorean means [Chakrabarty (2017b, 2017b)].

The methods, developed so far, for determining the appropriate value of the parameter from observed data containing the parameter itself and random error involve huge computational tasks. Moreover, a
finite set of observed data may not yield the appropriate value of the parameter in many situations while the number of observations required in the methods may be too large for obtaining the appropriate value of the parameter. However, the appropriate value of the parameter is not perfectly attainable in practical situation. What one can expect is to obtain that value which is more and more close to the appropriate value of the parameter. In order to obtain such value of parameter, three methods have already been developed which involves lesser computational tasks than those involved in the earlier methods as well as which can be applicable in the case of finite set of data [Chakrabarty (2019g, 2020b, 2020c, 2020d)].

The methods developed are based on the concept of Arithmetic-Geometric Mean (abbreviated as AGM) [Chakrabarty (2019g, 2020b, 2021a, 2021e)], Arithmetic-Harmonic Mean (abbreviated as AHM) (Chakrabarty, 2020c, 2021a, 2021c, 2021d, 2021e) and Geometric-Harmonic Mean (abbreviated as GHM) [Chakrabarty, 2020d, 2021a, 2021e]) respectively. However, it has been found that

\[ \text{AGM} > \text{AHM} > \text{GHM} \]

This means, the accuracy of value of the parameter yielded by AGM, AHM & GHM is different. Moreover, none of them may yield reasonably accurate value of the parameter. Accordingly, one more method has been developed for determining the value of the said parameter with an objective of finding reasonably accurate value of the parameter. The method is based on Arithmetic-Geometric-Harmonic Mean (abbreviated as AGHM) [Chakrabarty (2020e, 2021a, 2021e)]. This paper describes the derivation of the method and one numerical application of the method in determining the central tendency, which can be represented by the said parameter, of sex ratio in the populations of the states in India.

2. Arithmetic-Geometric-Harmonic Mean (AGHM)

Let \( a_0, g_0 \) & \( h_0 \) be respectively the AM, the GM & the HM of \( n \) numbers (or values or observations)

\[ x_1, x_2, \ldots, x_N \]

i.e.

\[
\text{AM}(x_1, x_2, \ldots, x_N) = \frac{1}{N} \sum_{i=1}^{N} x_i = a_0, \\
\text{GM}(x_1, x_2, \ldots, x_N) = \left( \prod_{i=1}^{N} x_i \right)^{1/N} = g_0
\]
Then,
\[ h_0 \leq g_0 \leq a_0 \]

Let us define the three sequences \( \{a'''_n\} \), \( \{g'''_n\} \) & \( \{h'''_n\} \) respectively by

\[ a'''_n = \frac{1}{3} \left( a''_{n-1} + g''_{n-1} + h''_{n-1} \right) \quad \text{---------------------- (2.1)} \]

\[ g'''_n = \left( a'''_{n-1} g'''_{n-1} h'''_{n-1} \right)^{1/3} \quad \text{---------------------- (2.2)} \]

\[ & h'''_n = \left\{ \frac{1}{3} \left( a'''_{n-1} + g'''_{n-1} + h'''_{n-1} \right) \right\}^{-1} \quad \text{---------------------- (2.3)} \]

where the square cube takes the principal value.

For \( n = 1 \), we have
\[ h'''_1 \leq g'''_1 \leq a'''_1 \]

Since \( a'''_1 \), \( g'''_1 \) & \( h'''_1 \) are respectively the AM, the GM & the HM of
\[ a_0 \), \( g_0 \) & \( h_0 \]
therefore, each of \( a'''_1 \), \( g'''_1 \) & \( h'''_1 \) lies between the maximum \( a_0 \) and the minimum \( h_0 \) of \( a_0 \), \( g_0 \)
& \( h_0 \).

Therefore,
\[ h_0 \leq h'''_1 \leq g'''_1 \leq a'''_1 \leq a_0 \]

By the similar logic, we have for \( n = 2 \) that
\[ h_0 \leq h'''_1 \leq h'''_2 \leq g'''_2 \leq a'''_2 \leq a'''_1 \leq a_0 \]

Proceeding with the same logic, one can obtain at the \( n^{th} \) step that
\[ h_0 \leq h'''_1 \leq h'''_2 \leq \ldots \leq h'''_n \leq h'''_{n+1} \leq g'''_{n+1} \leq a'''_n \leq a'''_n \leq \ldots \]

\[ \leq a''''_2 \leq a''''_1 \leq a_0 \]

This inequality implies that the values of \( a''''_n \), \( g''''_n \) & \( h''''_n \) have been increasing starting from \( h_0 \) and have been decreasing starting from \( a_0 \).

This means that the values of \( a''''_n \), \( g''''_n \) & \( h''''_n \) will be more and more close as \( n \) becomes more and more large.

Thus, there exists a finite real number \( M_{AGH} \) such that
\{a^{n\prime}_{n}\}, \{g^{n\prime}_{n}\} \& \{h^{n\prime}_{n}\} \text{ converges to } M_{AGH} \text{ as } n \text{ approaches infinity.}

This common converging point (value) \(M_{AGH}\) can be termed as Arithmetic-Geometric-Harmonic Mean of \(x_1, x_2, \ldots, x_N\).

Accordingly, Arithmetic-Geometric-Harmonic Mean can be defined as follows:

**Definition (2.1):**

Let \(a_0, g_0 \& h_0\) be respectively AM, GM \& HM of the \(n\) numbers (or values or observations) 

\[ x_1, x_2, \ldots, x_N \]

Then, the three sequences \(\{a^{n\prime}_{n}\}, \{g^{n\prime}_{n}\} \& \{h^{n\prime}_{n}\}\) defined by

\[ a^{n\prime}_{n+1} = \frac{1}{3} (a^{n\prime}_{n} + g^{n\prime}_{n} + h^{n\prime}_{n}) \quad \text{---------------------- (2.4)} \]

\[ g^{n\prime}_{n+1} = \left( a^{n\prime}_{n} g^{n\prime}_{n} h^{n\prime}_{n} \right)^{1/3} \quad \text{---------------------- (2.5)} \]

\[ & h^{n\prime}_{n+1} = \left\{ \frac{1}{3} \left( a^{n\prime}_{n}^{-1} + g^{n\prime}_{n}^{-1} + h^{n\prime}_{n}^{-1} \right) \right\}^{-1} \quad \text{---------------------- (2.6)} \]

respectively converge to a common limit (say, \(M_{AGH}\)) which is can be termed as the Arithmetic-Geometric-Harmonic Mean (abbreviated by AGHM of \(x_1, x_2, \ldots, x_N\)) and is denoted here by \(AGHM(x_1, x_2, \ldots, x_N)\)

\[ \text{i.e. } AGHM(x_1, x_2, \ldots, x_N) = M_{AGH} \]

3. **AGHM as a Tool of Evaluation of \(\mu\)**

If the observations

\[ x_1, x_2, \ldots, x_N \]

are composed of some parameter \(\mu\) and random errors then the observations can be expressed as

\[ x_i = \mu + \varepsilon_i \quad (i = 1, 2, \ldots, N) \quad \text{---------------------- (3.1)} \]

where

\[ \varepsilon_1, \varepsilon_2, \ldots, \varepsilon_N \]

are the random errors associated to

\[ x_1, x_2, \ldots, x_N \]

Respectively, which assume positive real values and negative real values in random order.
In this case,

\[ AM(x_1, x_2, \ldots, x_N) \rightarrow \mu \text{ as } N \rightarrow \infty \]

On the other hand, if the observations

\[ x_1, x_2, \ldots, x_N \]

are composed of some parameter \( \mu \) and random errors then the observations can also be expressed as

\[ x_i = \mu \varepsilon'_i, \quad (i = 1, 2, \ldots, N) \]

where

\[ \varepsilon'_1, \varepsilon'_2, \ldots, \varepsilon'_N \]

are the random errors associated to

\[ x_1, x_2, \ldots, x_N \]

respectively which assume positive real values in (0, 1) and in (1, \( \infty \)) in random order.

In this case,

\[ GM(x_1, x_2, \ldots, x_N) \rightarrow \mu \text{ as } N \rightarrow \infty \]

Again since the observations

\[ x_1, x_2, \ldots, x_N \]

consist of \( \mu \) and random errors, therefore, the reciprocals

\[ x_1^{-1}, x_2^{-1}, \ldots, x_N^{-1} \]

are composed of \( \mu^{-1} \) and random errors different from the respective random errors

\[ \varepsilon_1, \varepsilon_2, \ldots, \varepsilon_N \]

provided \( x_1, x_2, \ldots, x_N \) are all different from zero.

In this case thus

\[ x_i^{-1} = \mu^{-1} + \varepsilon''_i, \quad (i = 1, 2, \ldots, N) \]

where

\[ \varepsilon''_1, \varepsilon''_2, \ldots, \varepsilon''_N \]

are the random errors associated to
respectively which assume positive real values and negative real values in random order.

In this case,

\[ HM(x_1, x_2, \ldots, x_N) \rightarrow \mu \quad \text{as} \quad N \rightarrow \infty \]

This implies that the common converging value of

\[ AM(x_1, x_2, \ldots, x_N), \]
\[ GM(x_1, x_2, \ldots, x_N), \]
\[ & \quad HM(x_1, x_2, \ldots, x_N) \]

as \( N \rightarrow \infty \),

is the value of \( \mu \).

It is to be noted that a finite set of observed values may not be sufficient for obtaining the common converging value.

However, the three sequences \( \{a_n^{(n)}\}, \{g_n^{(n)}\} \) & \( \{h_n^{(n)}\}\) defined by (2.1), (2.2) & (2.3) respectively converge to a common finite real number as \( n \) approaches infinity which is the AGHM \( (x_1, x_2, \ldots, x_N) \).

Now, from the model described by Equation (1.1), it follows that

\[ a_0 = \mu + \delta_0, \quad g_0 = \mu + d_0 \quad \& \quad h_0 = \mu + e_0 \]

for some real numbers \( \delta_0, d_0, e_0 \).

Since \( a_0 > g_0 > h_0 \)

therefore \( \delta_0 > d_0 > e_0 \)

Thus \( a_0^{(n)} = \mu + \delta_1 \) where \( \delta_1 = 1/3 (\delta_0 + d_0 + e_0) \)

Here, \( \delta_1 < 1/3 (\delta_0 + \delta_0 + \delta_0) \), since \( d_0 < \delta_0 \) \& \( e_0 < \delta_0 \)

i.e. \( \delta_1 < \delta_0 \)

In general, \( a_n^{(n)} = \mu + \delta_{n+1} \) where \( \delta_{n+1} = 1/3 (\delta_n + d_n + e_n) \)
Now, \( \delta_{n+1} = \frac{1}{3}(\delta_n + d_n + e_n) < \frac{1}{3} (\delta_n + \delta_n + \delta_n) \), since \( d_n < \delta_n \) & \( e_n < \delta_n \)

i.e. \( \delta_{n+1} < \delta_n \)

This implies that the value of \( \alpha_n \) becomes closer and closer to \( \mu \) as \( n \) becomes larger and larger.

Thus, the converging point (value) of the sequence \( \{ \alpha_n \} \) becomes closest to \( \mu \).

Again the three sequences \( \{ \alpha_n \} \), \( \{ g_n \} \) & \( \{ h_n \} \) converge to the same point (value) as \( n \)
approaches infinity which is the \( AGHM \ (x_1, x_2, \ldots, x_N) \).

Therefore, the \( AGHM \ (x_1, x_2, \ldots, x_N) \) is that value which is closest to \( \mu \).

Hence, \( AGHM \ (x_1, x_2, \ldots, x_N) \) can be regarded as a measure of the value of the parameter \( \mu \).

Note

The parameter \( \mu \) can, in this case, be interpreted as the value of the central tendency of \( x_1, x_2, \ldots, x_N \).

Accordingly, \( AGHM \ (x_1, x_2, \ldots, x_N) \) can be regarded as a measure of the central tendency of \( x_1, x_2, \ldots, x_N \).

3.1. Remark (Two Properties of AGHM):

Property (3.1): If \( y_i = x_i - \alpha \), for finite real \( \alpha \), \( (i = 1, 2, \ldots, N) \)
then from equation (3.1),
\[
y_i = (\mu - \alpha) + \varepsilon_i, \quad (i = 1, 2, \ldots, N)
\]

This means that if a finite real number \( \alpha \) is subtracted from all the observed values, the value of the parameter is decreased by \( \alpha \).
Similarly if a finite real number \( a \) is added from all the observed values, the value of the parameter is increased by \( a \).

**Property (3.2):** If \( y_i = c \cdot x_i \), for non-zero finite real \( c \), \((i = 1, 2, \ldots, N)\) then from equation (3.1),

\[
y_i = c \cdot \mu + c \cdot \varepsilon_i \quad (i = 1, 2, \ldots, N)
\]

where \( c \cdot \varepsilon_i \) \((i = 1, 2, \ldots, N)\) are also random.

This means that if all the observed values are multiplied by a non-zero finite real number, the value of the parameter is changed by \( c \) times.

4. **Application to Numerical Data**

The following table (Table – 1) shows the observed data on the population (sex-wise) of India for different states in 2011, as published in “Census Report” by Register General of India.

**Table – 1**

*Population of India in 2011 (State-wise)*

<table>
<thead>
<tr>
<th>State</th>
<th>Number of Persons</th>
<th>Number of Males</th>
<th>Number of Females</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jammu &amp; Kashmir</td>
<td>1,25,41,302</td>
<td>66,40,662</td>
<td>59,00,640</td>
</tr>
<tr>
<td>Himachal Pradesh</td>
<td>68,64,602</td>
<td>34,81,873</td>
<td>33,82,729</td>
</tr>
<tr>
<td>Punjab</td>
<td>2,77,43,338</td>
<td>1,46,39,465</td>
<td>1,31,03,873</td>
</tr>
<tr>
<td>Chandigarh</td>
<td>10,55,450</td>
<td>5,80,663</td>
<td>4,74,787</td>
</tr>
<tr>
<td>Uttarakhand</td>
<td>1,00,86,292</td>
<td>51,37,773</td>
<td>49,48,519</td>
</tr>
<tr>
<td>Haryana</td>
<td>2,53,51,462</td>
<td>1,34,94,734</td>
<td>1,18,56,728</td>
</tr>
<tr>
<td>Delhi</td>
<td>1,67,87,941</td>
<td>89,87,326</td>
<td>78,00,615</td>
</tr>
<tr>
<td>Rajasthan</td>
<td>6,85,48,437</td>
<td>3,55,50,997</td>
<td>3,29,97,440</td>
</tr>
<tr>
<td>Uttar Pradesh</td>
<td>19,98,12,341</td>
<td>10,44,80,510</td>
<td>9,53,31,831</td>
</tr>
<tr>
<td>Bihar</td>
<td>10,40,99,452</td>
<td>5,42,78,157</td>
<td>4,98,21,295</td>
</tr>
<tr>
<td>Sikkim</td>
<td>6,10,577</td>
<td>3,23,070</td>
<td>2,87,507</td>
</tr>
<tr>
<td>Arunachal Pradesh</td>
<td>13,83,727</td>
<td>7,13,912</td>
<td>6,69,815</td>
</tr>
<tr>
<td>Nagaland</td>
<td>19,78,502</td>
<td>10,24,649</td>
<td>9,53,853</td>
</tr>
<tr>
<td>Manipur</td>
<td>28,55,794</td>
<td>14,38,586</td>
<td>14,17,208</td>
</tr>
<tr>
<td>Mizoram</td>
<td>10,97,206</td>
<td>5,55,339</td>
<td>5,41,867</td>
</tr>
<tr>
<td>Tripura</td>
<td>36,73,917</td>
<td>18,74,376</td>
<td>17,99,541</td>
</tr>
<tr>
<td>State</td>
<td>Value of the Ratio Male/Female</td>
<td>Value of the Ratio Female/Male</td>
<td></td>
</tr>
<tr>
<td>------------------</td>
<td>-------------------------------</td>
<td>---------------------------------</td>
<td></td>
</tr>
<tr>
<td>Jammu &amp; Kashmir</td>
<td>1.1254138534125111852273651671683</td>
<td>0.88856201384741461016988968870875</td>
<td></td>
</tr>
<tr>
<td>Himachal Pradesh</td>
<td>1.02930888804926436613751796256809</td>
<td>0.971525670235531278711199940330966</td>
<td></td>
</tr>
<tr>
<td>Punjab</td>
<td>1.11718611741734676457868601138</td>
<td>0.89510600284914783429585712319405</td>
<td></td>
</tr>
<tr>
<td>Chandigarh</td>
<td>1.2229968385823537712700642603947</td>
<td>0.817663601779345345722165869015</td>
<td></td>
</tr>
<tr>
<td>Uttarakhand</td>
<td>1.03822445737805593956494862402266</td>
<td>0.9631641958490575589591305415792</td>
<td></td>
</tr>
<tr>
<td>Haryana</td>
<td>1.1381499179200197558719403869263</td>
<td>0.878618874592118673847146598073</td>
<td></td>
</tr>
<tr>
<td>Delhi</td>
<td>1.1521304409972803426396508480421</td>
<td>0.86795727672502366109786158864161</td>
<td></td>
</tr>
<tr>
<td>Rajasthan</td>
<td>1.077386518469311558714857879884</td>
<td>0.92817200035205763708961523638845</td>
<td></td>
</tr>
<tr>
<td>Uttar Pradesh</td>
<td>1.0959666664969911194331303675474</td>
<td>0.91243650131493423988837726768373</td>
<td></td>
</tr>
<tr>
<td>Bihar</td>
<td>1.0894569681498644304609103396449</td>
<td>0.91788478952225054362107394324387</td>
<td></td>
</tr>
<tr>
<td>Sikkim</td>
<td>1.1236943796151050235298618816238</td>
<td>0.8899216887980329247531494722506</td>
<td></td>
</tr>
</tbody>
</table>

Table – 2 has been prepared for observed values on the two ratios Male/Female & Female/Male.
From the observed values on the ratio Male/Female in Table – 3 it has been obtained that

\[ AM \text{ of } Male / Female = 1.083506801645052302161865887443 , \]

\[ GM \text{ of } Male / Female = 1.0784123691909131603008770419 , \]

\[ & \text{HM \ of } Male / Female = 1.074046801645052302161865887443 \]

The following table (Table – 3) shows the values of \( d_n \) & \( h_n \), in this case, for \( n = 1, 2, 3, \ldots \):
Table – 3
Computed Values of $a_n$, $g_n$ & $h_n$ of the Ratio Male / Female

<table>
<thead>
<tr>
<th>$n$</th>
<th>Term of sequence</th>
<th>Values of $a_n$, $g_n$ &amp; $h_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$a_1$</td>
<td>1.0786569489128522582083834776305</td>
</tr>
<tr>
<td></td>
<td>$g_1$</td>
<td>1.078650023282643705959730067094</td>
</tr>
<tr>
<td></td>
<td>$h_1$</td>
<td>1.0786430991879167734854095348694</td>
</tr>
<tr>
<td>2</td>
<td>$a_2$</td>
<td>1.0786500237944718007632553397364</td>
</tr>
<tr>
<td></td>
<td>$g_2$</td>
<td>1.078650023779652746297936308012</td>
</tr>
<tr>
<td></td>
<td>$h_2$</td>
<td>1.078650023764833691893636455239</td>
</tr>
<tr>
<td>3</td>
<td>$a_3$</td>
<td>1.0786500237796527462950696747305</td>
</tr>
<tr>
<td></td>
<td>$g_3$</td>
<td>1.0786500237796527462950696747305</td>
</tr>
<tr>
<td></td>
<td>$h_3$</td>
<td>1.0786500237796527462950696747305</td>
</tr>
<tr>
<td>4</td>
<td>$a_4$</td>
<td>1.0786500237796527462950696747305</td>
</tr>
<tr>
<td></td>
<td>$g_4$</td>
<td>1.0786500237796527462950696747305</td>
</tr>
<tr>
<td></td>
<td>$h_4$</td>
<td>1.0786500237796527462950696747305</td>
</tr>
</tbody>
</table>

The digits in $a_n$, $g_n$ & $h_n$, which are agreed, have been underlined in the above table.

It is observed that the values of $a_n$, $g_n$ & $h_n$ become identical at $n = 4$ which is 1.0786500237796527462950696747305

Therefore, this value can be regarded as the AGHM and consequently the central tendency of the data on the Ratio Male/Female in the context of the states in India.

Central Tendency of the Ratio Female/Male:

From the observed values on Female/Male in Table – 3 it has been obtained that

- $AM$ of Female/Male = 0.9310581175009550726813265197974,
- $GM$ of Female/Male = 0.92728488235905168784178691872109
- & $HM$ of Female/Male = 0.92292913942185992242619179784686

The computed values of $\{a'_n\}$ & $\{h'_n\}$, in this case, have been shown in the following table Table – 4:
Table – 4
Computed Values of $a^{///}_n$, $g^{///}_n$ & $h^{///}_n$ of the Ratio Male / Female

<table>
<thead>
<tr>
<th>$n$</th>
<th>Term of sequence</th>
<th>Values of $a^{///}_n$, $g^{///}_n$ &amp; $h^{///}_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$a^{///}_1$</td>
<td>0.92709071309395556098310174545512</td>
</tr>
<tr>
<td></td>
<td>$g^{///}_1$</td>
<td>0.9270847618219240096038081993126</td>
</tr>
<tr>
<td></td>
<td>$h^{///}_1$</td>
<td>0.92707880944712926028363970338239</td>
</tr>
<tr>
<td>2</td>
<td>$a^{///}_2$</td>
<td>0.9270847614775907407570742292292</td>
</tr>
<tr>
<td></td>
<td>$g^{///}_2$</td>
<td>0.92708476146502230193490281506759</td>
</tr>
<tr>
<td></td>
<td>$h^{///}_2$</td>
<td>0.92708476145228552978840450686974</td>
</tr>
<tr>
<td>3</td>
<td>$a^{///}_3$</td>
<td>0.92708476146502230193300491495342</td>
</tr>
<tr>
<td></td>
<td>$g^{///}_3$</td>
<td>0.92708476146502230193294658682228</td>
</tr>
<tr>
<td></td>
<td>$h^{///}_3$</td>
<td>0.9270847614650223019328882586911</td>
</tr>
<tr>
<td>4</td>
<td>$a^{///}_4$</td>
<td>0.92708476146502230193294658682227</td>
</tr>
<tr>
<td></td>
<td>$g^{///}_4$</td>
<td>0.92708476146502230193294658682227</td>
</tr>
<tr>
<td></td>
<td>$h^{///}_4$</td>
<td>0.92708476146502230193294658682227</td>
</tr>
</tbody>
</table>

The digits in $a^{///}_n$, $g^{///}_n$ & $h^{///}_n$, which are agreed, have been underlined in the above table.

It is observed that the values of $a^{///}_n$, $g^{///}_n$ & $h^{///}_n$ become identical at $n = 4$ which is

$$0.92708476146502230193294658682227$$

Therefore, this value can be regarded as the $AGHM$ and consequently the central tendency of the data on the Ratio Female/Male in the context of the states in India.

5. Discussions and Conclusion:

The methods developed so far, for determining appropriate value of parameter from observed data containing the parameter itself and random error involve huge computational tasks. The method, based on
AGHM, described here involves lesser computational tasks than those involved in the methods developed so far.

Moreover, a finite set of observed data may not yield the appropriate value of the parameter in many situations while the number of observations required in the methods may be too large for obtaining the appropriate value of the parameter. The method, based on AGHM, can be applicable in the case of finite set of data.

In this connection it is to be mentioned that AGHM exists only when the observed values are strictly positive. In the situation where the numerical values in the data are found not to be strictly positive, the central tendency of the data can be determined by the application of the two properties of AGHM namely Property (3.1) & Property (3.2) for which suitable change of origin and scale is required to be applied in order to convert the numerical values in the data into strictly positive ones.

It is to be noted that AGHM may not be able to yield the actual value of the parameter. However, it can at least yield that value which is very close to the actual value of the parameter.

If \( \mu \) is the central tendency of

\[ x_1, x_2, \ldots, x_N \]

then the central tendency of

\[ x_1^{-1}, x_2^{-1}, \ldots, x_N^{-1} \]

should logically be \( \mu - 1 \).

It is observed in the in the above example that the AGHM of the ratio Male/Female is 1.0786500237796527462950696747305 and of the ratio Female/Male is 0.92708476146502230193294658682227 These two values are reciprocals each other i.e.

\[
(1.0786500237796527462950696747305)^{-1} = 0.92708476146502230193294658682227 \\
& (0.92708476146502230193294658682227)^{-1} = 1.0786500237796527462950696747305
\]

It is to be noted that AM of the ratio Male/Female which is 1.0835068016450523020161865887443 and of the ratio Female/Male which is 0.9310581175009550726813265197974 are not reciprocals each other.
Similarly, HM of the ratio Male/Female which is 1.0740468088974845410059550737324 and of the ratio Female/Male which is 0.92292913942185992242619179784686 are also not reciprocals each other. Thus, AGHM can logically be regarded as a measure of central tendency of data which is more meritorious than AM & HM.

Of course, GM of the ratio Male/Female which is 1.0784172361960199316030087704149 and of the ratio Female/Male which is 0.92728488235905168784178691872109 are reciprocals each other. This implies that GM can also logically be regarded as a measure of central tendency of data which is more meritorious than AM & HM. However, which one of AHM and GM is more meritorious as a measure of central tendency of data is still unknown.

On the whole, the two values
1.078650023779652746295069747305 & 0.92708476146502230193294658682227

can logically be regarded as the respective values of central tendency of the Ratio Male/Female and the Ratio Female/Male of the states in India while the overall values of these two ratios in India (combing the states) are
1.0607325851848778252519531570732 & 0.94274467850509882664736426425148

Respectively at this stage.

However, it is yet to be determined the size of errors or discrepancies in values obtained by AGHM. It is also to be assessed the performance of AGHM by applying it in the data with various sample sizes.

It has already been derived that each of AGM, AHM & GHM converges to $\mu$ in the model described by the equation (1.) as $n \to \infty$ [Chakrabarty (2020b, 2020c, 2020d)].

Thus, there is necessity of study on the comparison of the accuracy of the findings yielded by AGM, AHM, GHM & AGHM.
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